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African American English (AAE) has received recent attention in the field of natural language
processing (NLP). Efforts to address bias against AAE in NLP systems tend to focus on lexical
differences (Barikeri et al., 2021; Cheng et al., 2022; Garimella et al., 2022; Hwang et al., 2020;
Kiritchenko and Mohammad, 2018; Maronikolakis et al., 2022; Silva et al., 2021). Whenever the
structure of AAE is considered, the approach is often to remove or neutralize the unique
features (Tan et al., 2020).

Our work focuses on automatic feature detection of three morphosyntactic features of AAE –
habitual meanings of “be”, negative concord, and person-number disagreement. While their
frequency varies across speakers, in all three cases we were challenged by a class imbalance
because AAE features are infrequently attested. Therefore, we did not opt for a direct
data-driven approach, but rather a probabilistic approach based on patterns in a new spoken
corpus of AAE that was compiled using naturalistic oral history interviews. First, we leverage
published linguistic descriptions and then analyze a subset of annotated data to identify
previously undescribed morphosyntactic patterns then use both to generate a set of rule-based
pattern identifiers. Second, we apply data augmentation techniques to reduce the
class-imbalance issue. Third, we train an ensemble of classical machine learning models and a
transformer deep learning model on a representation of both our hand-crafted feature rules
(Part-of-Speech and syntactic dependency patterns) and supplemented data-driven features
such as word and POS n-grams.

For habitual be, integrating syntactic information improves the identification of habitual uses of
“be” by about 65 F1 points over a simple baseline model of n-grams. For negative concord, a
statistical model is unnecessary as the rule-based model achieved nearly perfect precision and
recall, struggling only where clause boundaries are unclear in the transcriptions. For
person-number disagreement, we achieved a macro averaged F1 of 95 and will discuss the
challenges in detecting this complex feature.

The success of our approach demonstrates the potential impact to improve NLP when we
embrace, rather than neutralize, the structural uniqueness of dialects such as African American
English. Our approach can also enrich existing linguistic descriptions through model error
analyses. We note in passing that while automatic feature detection can improve the fairness
issues in NLP systems, automatic feature detection itself can also suffer from fairness issues
(Villarreal 2024) if models are not transparent and interpretable, like ours are.
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