
From Feature Extraction to Measuring Dialect Typicality 

Matthew Sung 

Leiden University 

 

One of the main goals in dialectometry is to automatically classify dialects into different 

groups in a data-driven fashion, with methods such as cluster analysis and 

multidimensional scaling (Heeringa 2004). Cluster analysis has been criticised for not 

being able to identify linguistic features found in each cluster, nor being able to identify 

“exclusively dominant areas, subordinate, non-dominants areas that are determined by 

smaller numbers of features” (Pickl 2016: 81). In other words, cluster analysis does not 

indicate which dialects are more ‘typical’ in the cluster, nor does it show the gradual 

change from one ‘core’ area to another. 

 

This presentation will introduce a novel dialectometrical method which addresses the 

problems raised above with cluster analysis, using the data from the Syntactic Atlas of 

Dutch Dialects (SAND, Barbiers 2005, Barbiers 2008). To determine dialect typicality, 

one has to first find out what ‘typical’ dialect features are. The new methodology 

involves two major steps: 1) feature extraction (finding ‘typical’ features) and 2) 

typicality measurement (find out how typical a dialect is to a dialect group). 

 

To begin with, dialect distances between all pairs of dialects in SAND are calculated 

using Relative Distance Value (Goebl 2018); six cluster have been identified using 

Ward’s method (Ward 1963). Next, features associated with each cluster (‘typical’ 

features) are extracted via the application of Normalised Pointwise Mutual Information 

(nPMI, Sung and Prokic 2024). The next step involves calculating the number typical 

features each dialect has divided by the total number of typical features of a particular 

group in the feature extraction process. Finally, a Getis-Ord Gi* z-score (Ord and Getis 

1995) is calculated based on the raw typicality score of each dialect in order to identify 

clusters of high typicality values and determine where the focal areas are for each 

dialect group. 

 

The results of this study show that each dialect group has a core area (cluster of dialects 

with a high typicality value), and they contain dialects which show gradual decrease of 

membership of a cluster (typicality) as the distance from the core area increases. In 

addition, this methodology will allow us to address further theoretical questions in the 

direction of transitional dialects and grammar, such as “what type of features are more 



likely to be lost when we move to the periphery” and “what kind of features are more 

likely to be retained?”. 
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